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Abstract—Acoustic monitoring of food intake in an unobtrusive, wearable form-factor can encourage healthy dietary choices by enabling individuals to monitor their eating patterns, maintain regularity in their meal times, and ensure adequate hydration levels. In this paper, we describe a system capable of monitoring food intake by means of a throat microphone, classifying the data based on the food being consumed among several categories through spectrogram analysis, and providing user feedback in the form of mobile application. We are able to classify sandwich swallows, sandwich chewing, water swallows, and none, with an F-Measure of 0.836.
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I. INTRODUCTION

Obesity is a pervasive crisis around the world, especially in the United States, and its impact is ever-increasing. More than 2/3rd of American adults are overweight or obese, and the health problems associated with obesity cost the United States an estimated $148 billion in 2008 [8][10]. Being overweight or obese has countless well-documented adverse affects on an individual’s well being, such as increased risk of coronary heart disease, high blood pressure, stroke, diabetes, and various forms of cancer [9].

The last decade has seen the rise of sensor-based wearable health-monitoring systems geared towards improving health [1][5][17]. Studies have revealed that such hardware systems and software applications in the realm of dietary monitoring can encourage users to meet their nutrition goals. Subjects who participated in such programs were shown to lose substantial amounts of body fat through the feedback and user guidance made possible by these platforms [13]. However, increasing physical activity levels is just one component necessary for weight loss, and maintaining healthy eating habits remains an important factor. For example, studies have revealed that various trends in eating frequency, the number of skipped meals, and the timing of food consumption can be associated with the prevalence of obesity [14]. This necessitates the design of practical, lightweight, wearable, wireless sensor-based systems capable of monitoring nutrition intake. Furthermore, merely identifying the number of swallow events may not be sufficient for all use cases, as many recommended dietary techniques suggest individuals to increase their liquid consumption while reducing their intake of other foods. This motivates the design of the system and algorithms described in this paper.

Here, we present an acoustic technique for detection and classification of swallow events in a mobile, wearable platform. The system is packaged in the form of a throat microphone, and an associated Android application which rapidly samples audio data associated with chewing and swallowing various foods. Through spectrogram analysis, feature extraction, and the application of several learning algorithms, basic classification can be performed, which provides more insight into the nutrition intake of the subject. The system architectural flow is shown in Figure 1, from audio acquisition to user guidance. Figure 2 shows how wearable sensors, mobile applications, and web services can be integrated into a complete dietary intake monitoring system.

This paper is organized as follows. In Section II, we present related work in swallow detection and classification. In Section III, we provide an overview of the experimental procedure. We then describe detection and classification algorithms in Section IV, results in Section V, and concluding remarks in Section VI.

Figure 1 - This figure illustrates the system flow which culminates in user guidance. First, data is acquired from the throat microphone, and an audio spectrogram is generated using a STFT. Feature extraction enables classification of the audio waveform into eating, drinking, chewing, or neither. Based on the user’s prior eating habits, recommendations are provided.

Figure 2 –A microphone placed near the throat passively monitors eating habits in real time, relaying the acquired information to a mobile phone for processing. The data is subsequently uploaded to a secure cloud server.
Figure 3: The spectrograms for various food types reveal their distinguishing attributes, which can be used for classification. The Y-axis represents time, and the X-axis represents the frequency range. The intensity of the color represents the amplitude of the frequency at that particular time. Clearly, water swallows tend to feature more high frequencies than sandwich swallows, as verified empirically by listening to the audio waveforms. Sampling windows in which no chewing or swallowing take place typically feature few frequency distribution changes over time, and contain primarily low-frequency components.

II. RELATED WORK

The authors of [4] and [5] attempt to assess dysphagia, which is difficulty swallowing frequently experienced by seniors, using acoustic swallow detection. Their work is promising for dysphagia, but they do not target weight loss and nutrition intake. However, their results are encouraging because they reveal that a throat microphone can perform swallow-detection without significant influence caused by outside noise.

In [1], the authors propose a method for detecting food intake using a piezoelectric strain gauge sensor placed in the lower jaw, and are able to classify periods of sitting, speaking, and eating with an accuracy of over 80%. While the results are promising, we believe the conspicuous sensor placement may make regular use a challenge, outside of a clinical environment.

The work presented in [17] features a technique for acoustic detection of swallow events. Frequency domain analysis is performed on different time windows, and relevant features are extracted. Using an SVM classifier, the detection rate of individual swallow events was above 80%. This work motivates our approach, suggesting that acoustic swallow detection can be extended to classification between different food types, which is essential to ensure the practicality of any passive nutrition-monitoring system.

Another interesting work on acoustic swallow detection is presented in [6], with basic classification between swallows and breath sounds performed using a feedforward neural classifier. They perform a manual inspection of their classification results using a spectrogram, which is a basis for the feature extraction technique for food classification used in our work. Another work which applies spectrograms for audio classification using machine learning algorithms is presented in [7], though their analysis is limited to detecting swallows, rather than performing classification.

The eButton, described in [12], encapsulates nutrition-monitoring into a noninvasive platform. An important feature of this device is the ability to estimate food volume based on a camera placed on the chest. However, classification is not performed, and the device can not reliably operate under nonstandard eating conditions.

III. EXPERIMENTAL SETUP

Prior to algorithm development, data was collected from ten subjects while eating, using a throat microphone placed near the bottom of the neck. The moments at which food was swallowed were indicated by pressing a push button which added an annotation to the associated log file. Each subject was instructed to eat two identical sandwiches (3-inch and 6-inch), and drink two cups of water (9 oz and 18 oz). Furthermore, each subject was instructed not to eat, swallow, or speak, for a brief period. Subsequently, 189 audio samples were extracted from the recordings which corresponded to sandwich swallows, sandwich chews, water swallows, and silence. These recordings formed the basis of the algorithm design and experimental evaluation.
IV. ALGORITHMS

A. Spectrogram Generation

An algorithm was developed to classify the four types of collected audio recordings. This was achieved by generating a spectrogram corresponding with each audio clip. A spectrogram is a visual representation of the frequency spectrum over time, and the spectrograms of most sounds have several distinguishing features. A spectrogram is typically generated using a short-time Fourier transform (STFT) with a fixed window size, the squared magnitude of which yields the spectrogram.

For spectrogram generation, a Hamming window was applied of length 1024, and an FFT length of 4ms (64 samples) based on extracted half-second audio samples centered on the swallow. No overlap was used between neighboring segments. Figure 3 shows spectrograms for audio clips corresponding with sandwich swallows, sandwich chews, water swallows, and no action. The distinguishing attributes of these audio recordings are clearly visible. For example, water swallows contain more high frequency components than sandwich swallows and are shorter in duration. Sandwich chewing features primarily low-frequency components, while the state of neither chewing nor swallowing reveals relatively unchanging frequency distributions over time, with few high frequency components.

B. Feature Extraction

\[
\begin{bmatrix}
  a_{11} & a_{12} & \ldots & a_{1n} \\
  a_{21} & a_{22} & a_{23} & a_{2n} \\
  \vdots & \vdots & \vdots & \vdots \\
  a_{m1} & a_{m2} & a_{m3} & a_{mn}
\end{bmatrix}
\]

Figure 4 – The spectrogram of each window can be represented by a matrix with dimensions \( m \times n \), where each column represents the frequency range and each row represents the duration of the FFT window. The magnitude of each element corresponds with the amplitude of the frequency bin at that particular time. The spectrogram enables analysis of changes in frequency distribution over time.

Figure 4 shows a matrix representation of a spectrogram, which is used to extract distinguishing features for each audio clip, to be used for classification. By extracting features across all frequency bands, the classification tool is able to determine which frequencies are most characteristic of different types of swallows. Based on this notation, Table 1 shows a list of some of the most important features.

C. Classification

Several machine learning algorithms were applied to the extracted feature set to classify between the four categories of: chewing (sandwich), swallow (sandwich), swallow (water), and nothing. These algorithms include Rotation Forest, Random Forest, Bayesian Network Classifier, and K-Star.

V. RESULTS

A. Classification Accuracy

Table II shows the accuracy of swallow detection for all four scenarios. The average recall and precision are both 0.836, using the Bayesian Network Classifier. The resulting F-Measure is therefore 0.836.

![Figure 5 – This figure provides a comparison of the accuracies of various classifiers, based on their precision, recall, and f-measure.](image-url)
VI. CONCLUSION

Spectrograms, while typically used for speech processing, speech training, the study of phonetics, as well as countless other applications, appears to be very well suited for classifying different food types by exploiting the unique features found in audio recordings of swallows of various food types. In this paper, we are able to classify between sandwich swallows, water swallows, sandwich chews, and none, using a Bayesian classifier and features extracted from an audio spectrogram. The resulting F-Measure for classification is 0.836, based on 189 collected samples. As a future work, we intend to expand classification to different types of foods, and develop a user guidance system based on eating patterns and trends.
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